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Evidence for self-organized criticality in the Bean critical state in superconductors

C. M. Aegerter
Physik-Institut der Universita¨t Zürich, CH-8057 Zu¨rich, Switzerland

~Received 3 March 1998!

The time dependence of the magnetization of a type-II superconductor in the Bean critical state is studied.
It is found that evolution occurs in the form of bursts, consistent with a model exhibiting self-organized
criticality. The distribution of step sizes follows a power law with an exponent ofa. 2. At high temperatures
the distribution is Gaussian-like, as would be expected in an equilibrium situation. This may allow the experi-
mental study of the occurrence of criticality.@S1063-651X~98!03508-9#

PACS number~s!: 64.60.Lx, 74.60.Ge, 05.40.1j, 87.10.1e
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In a type-II superconductor an applied magnetic field m
penetrate into the bulk of the superconducting sample. T
happens in the form of quantized lines of magnetic flux.
equilibrium, these flux lines~or vortices! form a regular hex-
agonal lattice. Defects in the crystal structure, suppres
the superconductivity, may be favoring the position of a v
tex line, effectively pinning it. Thus when the superco
ductor is driven out of the equilibrium situation it is the
pinning sites that determine its behavior@1#. This can be
achieved, for instance, by applying the field in the superc
ducting state, such that penetrating vortices get pinned
the surface. These pinned vortices then repel other ente
vortices, leading to an extremal dynamics of the whole s
tem, where the most weakly pinned flux lines depin in ord
to give way to the pressure exerted by the penetrating
lines. As is the case in a sandpile, this will eventually lead
a situation with a constant gradient~here of magnetic field!
over the boundary. Such a situation has already been
scribed by Bean some 30 years ago@2#. Recently it has been
noted that this state may be an example of self-organ
criticality ~SOC! @3# and thus be governed by power-la
distributions in its dynamics@4,5#.

SOC has been invoked to explain a host of natural p
nomena, ranging from earthquakes@6# to biological macro-
evolution @7–9#, that take place far from thermodynam
equilibrium. In the case of earthquakes this is borne out
the Gutenberg-Richter law, describing a power-law distrib
tion in the strength of earthquakes. This is taken as a sig
a critical state, where there are fluctuations on all scale
given by a power-law distribution. In macroevolution, th
discovery of punctuated equilibrium in the fossil record
Gould and Eldredge@10# has led to speculations that simila
to the Earth’s crust, the biosphere could be in a critical s
leading to the observed power-law behavior in the extinct
pattern. In the original proposition of SOC the picture o
sandpile was invoked to convey a physical picture of
computer model@3#. Consider a table onto which we dro
sand grains at random. After a certain growth period, th
will be a sandpile of definite slope that no longer chang
with time. In that case the sandpile is in a critical state, wh
the slope is kept constant by occasional bursts of sands
~avalanches!, whose size distribution takes the form of
power law. As there is no fine-tuning of any parameters
volved to obtain the critical state this is called a se
organized critical state. In this discussion we have not
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considered how this SOC state is reached. More informa
on this problem has been gained recently by studying
extremal dynamics governing depinning processes or
evolution by natural selection@8,11,12,9#. In the language of
evolution, the most unfit species is most probably extinct.
ecological niche is subsequently occupied by another s
cies, thus changing the interaction between species.
may make other species unfit leading to a chain reaction
extinctions@13#. With time, all species will increase in fit
ness, such that in the end their fitness is above a cer
threshold for all of them. When this is the case, the SO
state is reached, where small random fluctuations may ind
system-spanning extinction events that obey a power-
size distribution@11#. In macroevolution, this process wi
depend strongly on the rate of mutation of species determ
ing whether the interspecies interactions change fast eno
to have a system-spanning effect@8#. A high rate of mutation
would effectively decouple the ecosystem into independ
subsystems, thus prohibiting mass extinctions. A similar c
sideration holds in the depinning of vortices in the Be
state. The most weakly pinned vortices are the ones m
likely depinned. However, the change of such a vortex
sults in a different pinning landscape for all the others, th
changing the pinning energy of all vortices with time, un
again a SOC state is reached, in which all vortices are pin
stronger than a certain threshold. As in the case of ma
evolution, there is a mechanism working against this s
nario, which in this case is that of thermal fluctuations. Co
sidering in the extreme case, if the temperature conne
with the thermal fluctuations of the vortices exceeds
threshold pinning barrier, vortices above the threshold wo
be unpinned, effectively decoupling the system. Thus inv
tigating the behavior of the magnetization in the Bean st
at different temperatures may give insight into the occ
rence of the SOC state. We will discuss this further belo

The measurements were carried out using a comme
superconducting quantum interference device magnetom
by Quantum Design~San Diego!. The sample used consiste
of a single crystal of Bi2Sr2CaCu2O8 ~BSCCO!, grown using
a floating zone method described elsewhere@14#. We used a
BSCCO crystal for our sample as the behavior of vortices
this material is by now well known due to very intense th
oretical and experimental investigations over the past dec
@16#. The main feature of the vortex behavior is that BSCC
exhibits predominant point pinning at low temperatures,
1438 © 1998 The American Physical Society
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also shows many other well known pinning behaviors
pending on the applied field and the temperature@1,15#. At
high temperatures, the vortex lattice is even thought to m
giving rise to an equilibrium behavior of the vortices@16#.
Thus studying BSCCO gives good control on the pinn
strengths and mechanisms. The experiment is carried ou
first cooling the sample in zero field to low temperatur
before the desired field is applied~ZFC!. This way there is a
constant supply of energy from the applied magnetic fi
effectively keeping up the nonequilibrium situation, resulti
in the buildup of a critical state in which vortices enter t
superconductor in bursts~or avalanches!. This, however,
would not be the case were the experiment carried out in
opposite direction. In that case the sample is cooled in a fi
that is subsequently taken to zero at low temperature. T
there would be no constant energy supply for the sampl
stay in a nonequilibrium state and it would exhibit a rela
ation to the equilibrium that is not governed by avalanc
behavior. We will return to this in the discussion of the r
sults.

The entrance of flux lines is measured by the change
the magnetic moment of the superconducting sample du
the effective reduction of the field expulsion. This means t
we can assess the size of a ‘‘vortex avalanche’’ from
magnitude of the change in magnetization of the sam
This behavior should present a model example of ‘‘extrem
dynamics’’ @17#, as the intervortex interactions as well
those between vortices and pinning sites are such that
magnetic field gradient exerts a force on the pins flux lin
resulting in a depinning of the most weakly pinned vorte
Subsequent to such a depinning event the intervortex in
actions may destabilize other flux lines, leading to b
changes in the magnetization of the sample. In the langu
of sandpiles, this would correspond to grains of sand fall
off the table. On the other hand, in the language of mac
evolution, such a change in magnetization would corresp
to an extinction event, where the magnitude of the magn
zation step corresponds to the size of the extinction~number
of species that have gone extinct in the event!. The size
distribution in both cases follows a power law given by

p~S!;S2a, ~1!

where the exponenta is characteristic of the problem an
ranges from 1 to 2.5. In the case of macroevolution in p
ticular, a.2 @18#.

In order to measure the avalanche behavior we perform
careful measurements of the time evolution of the magn
zation of a BSCCO sample over very long time perio
using a scanning length of 1 cm to minimize magnetic fi
inhomogeneities over the sample. By varying the tempe
ture, we may determine the transient period it takes until
critical state is reached. At very high temperatures this
never the case, as the flux lines then form a liquid tha
always in thermal equilibrium and hence does not show
avalanche behavior emblematic of self-organized critical
However, at intermediate temperatures a critical state is
reached after a transient period, depending on the temp
ture. This behavior can again be formulated in the langu
of sandpiles, where the temperature would correspond to
wetness of the sand in the pile resulting in increased ine
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of the sand grains for increased temperature. On the o
hand in the language of macroevolution, increased temp
ture would correspond to an increased rate of mutation
discussed above. Such a point of view has already been t
by Sneppen in a self-organized critical model of macroe
lution using extremal dynamics@8#.

In Fig. 1 the time evolution of the magnetization is give
at a temperature of 5 K. As can be seen, there appear
changes over short times that give a steplike behavior. D
to the poor time resolution of the apparatus ('20 s per mea-
surement!, only big steps can be observed. This arises fr
the fact that the mean change in magnetization over a m
suring period gives a lower limit to the observed step si
We furthermore determine the size distribution of magne
zation changes by calculating the difference between
subsequent time steps~shown in the inset of Fig. 1!, which
we take to be magnetization steps. Then calculating the p
ability distribution of these changes in magnetization giv
the result shown in Fig. 2. For changes bigger than a cer
threshold given by the time resolution of the magnetome
as discussed above, this size distribution turns out to b
power law

p~DM !;DM 2a, ~2!

with an exponent ofa.2. This is similar to the exponen
found by slowly ramping the field@5#. The exponent is also
exactly the same as that observed in the fossil record for
size distribution of extinction events in biological evolutio
This can be taken as a sign of the appearance of a SOC
in the superconductor leading to the observed power-law
havior in the time evolution of the magnetization as d
scribed above. To ascertain that such power-law beha
does not stem from the special measuring process, suc
small inhomogeneities in the applied field or other spurio
effects, we can perform the same measurement in the vo
liquid state. At these high temperatures, vortices will alwa
be in thermal equilibrium prohibiting the occurrence of
critical state. Thus, in that situation there should be
power-law behavior in the size distribution of the magne
zation changes. As can be seen in Fig. 3, the size-distribu

FIG. 1. Time evolution of the magnetization measured at a te
perature of 5 K. Note the occasional steps in the magnetizat
associated with avalanches of magnetic flux lines penetrating
sample. The size distribution of these avalanches obeys a powe
as shown in Fig. 2.
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1440 PRE 58C. M. AEGERTER
in that case is close to a Gaussian distribution, as shoul
expected for such a situation. In the same figure, we a
include data from a measurement cooled in a field. As d
cussed above, that case as well should not exhibit the po
law behavior of a SOC state, as there is no constant en
supply keeping the superconductor out of equilibrium. T
should rather reflect a relaxation to the equilibrium sta
where the size distribution of the magnetization change
again determined by random noise and should therefore
close to a Gaussian distribution.

Let us now turn to the effect of temperature on the occ
rence of the SOC state. As discussed above, increasing
temperature corresponds to an effective decoupling of

FIG. 2. Size distribution of the differences in magnetization a
K ~shown in Fig. 1!. The distribution follows a power law with an
exponent ofa.2. This is a strong indication of the appearance
a SOC state in the superconductor~see the text!. The observed
exponent is identical to that found in the size distribution of extin
tion events in biological macroevolution@10,18# from the fossil
record.

FIG. 3. Size distribution of magnetization changes at high te
peratures~70 K, in the vortex liquid state! ~full circles! and cooled
in a field ~FC! at low temperature. In the FC case, there is
constant energy supply leading to a relaxation to an equilibr
state. Both cases are thus governed by equilibrium dynamics w
the size distribution is expected to be of Gaussian form, as indic
by the lines through the data. These findings also show that
results in Fig. 2, shown again as crosses for comparison, are in
sic to the sample and do not arise from the apparatus~see the text!.
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system, increasing the transient period the system take
reach the SOC state@11#. In Fig. 4~a! we show the time
dependence of the magnetization at a temperature of 20
can be seen from the figure that at short times, the evolu
is continuous, with a rather big overall change in the ma
netization. After a long ('24 h) transient period, howeve
shown in Fig. 4~b!, the evolution now place in bursts, as w
the case at 5 K. Here again, the minimum changes are d
mined by the time resolution resulting in an effective av
aging of very small changes. Such a behavior is expec
from an analysis of the evolution model of Bak and Snepp

FIG. 5. Size distribution of the magnetization changes for sh
and long times at 20 K. At short times~open circles!, during the
transient period, the distribution is Gaussian-like, as in the equ
rium cases. At long times~full circles!, however, where the time
evolution is similar to that at low temperatures, the size distribut
follows a power law, with the same exponent as at 5 K.
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FIG. 4. Time evolution of the magnetization measured at a te
perature of 20 K. At short times~a!, during the transient period
before the SOC state is reached, the time dependence is sm
Furthermore, the average activity as given by the differences
magnetization goes to zero during the transient~see the text!. At
long times~b!, the SOC state has been reached, resulting in step
behavior in the time evolution. The corresponding size distributio
are given in Fig. 5.
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@7#, predicting smooth behavior in the beginning getti
more and more intermittent as the SOC state is reached@11#.
Another proposition drawn from the analysis of the Ba
Sneppen model is that after the transient period where t
is overall activity involved in the buildup of the critical sta
the average number of active sites should be constant.
evolution to the critical state can be observed in the inse
Fig. 4~a!, where the time dependence of the difference
magnetization is given at a temperature of 20 K. As can
seen in the figure, the average activity approaches zer
long times. This is in good accord with the prediction
stationarity by Paczuskiet al. @12#, given by

^n~s!&;sh, ~3!

with h50.
Another difference in the behavior at short and long tim

associated with reaching the SOC state can be observe
Fig. 5. There we show the size distribution of events for b
cases. It can be seen in the figure that with increasing t
the size distribution changes from being Gaussian-like to
proximating a power law, with the same exponent as at
temperatures. This again can be taken as a measure of
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the critical state is reached. Thus a systematic study w
temperature might give a critical value of temperature, ab
which the SOC state cannot be reached@8#.

In conclusion, we have studied in detail the long tim
behavior of the magnetization of a superconducting sam
in the Bean state. We have found that the evolution of
magnetization with time takes place in bursts that follow
power law in the size distribution with an exponent ofa
.2. This is argued to arise from the buildup of a SOC st
in the superconductor, due to the extremal dynamics in
behavior of the vortices. This dynamics is similar to that
evolution in ecosystems, which is supported by the fact t
the exponent observed in the size distribution of extinct
events from the fossil record is the same as that obse
here in the Bean state. Furthermore, the effect of tempera
on the Bean state is analogous to that of the rate of muta
in evolution. Thus studying the Bean state gives experim
tal control and insights on how the SOC state is reached

Discussions with S. Aegerter and S. Romer as well
financial support from the Swiss National Science Foun
tion are gratefully acknowledged.
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